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Flexible Application Acceleration in Embedded SystemsEmbedded systems typically rely on specialized ASIC acceleratorhardware to meet demanding performance and power targets. Whileoptimal for their designed purpose, the inherent lack of flexibility andengineering cost overheads motivate field programmable solutions, themost widely deployed of which area FPGAs. FPGAs suffer from theirown drawbacks, however, in terms of performance and efficiencydegradation as well as being an unintuitive target for softwaredevelopers and still requiring considerable hardware expertise to use.We present a prototype for a compiler-targetable low power spatialaccelerator that approaches ASIC performance on a variety ofworkloads while maintaining a familiar programming interface.

Figure 1. High-level architecture showing spatial (red) and memorysubsystem (blue) networks-on-chip and actual chip micrograph.
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Ongoing WorkCurrent research related to this class of architecture aims to improveprogrammability and support the OpenCL programming standard forheterogeneous programmable systems.

Diverse Set of WorkloadsAfter designing and fabricating the prototype chip, we tested a wide varietyof workloads on our prototype chip: AES-128 CTR (cryptography), FFT andFIR (DSP) and MNIST-trained MLP DNN (Machine Learning). Runtime powerconsumption and performance measurements for an ultra-low poweroperating point demonstrated efficiency approaching ASIC performanceacross several of these workloads and superior performance compared toother state-of-the-art spatial architectures (Figure 2).

Figure 3. Live evaluation of MNIST workload and the fine grain clock-gating architecture that dramatically reduced power consumption.


